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#### Abstract

The aim of the paper is to study the phenomena of stability of a hollow tube subjected to combined deformations. The model used is that of Blatz-Ko in compressible and dynamic. Before studying the stability, we have solved a boundary value problemw ith exact solution. The results could be applied in biomechanics.
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## 1. Introduction

For the mathematical description of many mechanical or physical problems, it is often necessary to solve equations or systems of differential equations, to search for periodic or stationary solutions to study their stability properties. The first results of the stability theory of nonlinear equations with Lyapunov appeared in the late $19^{\text {th }}$ century and early $20^{\text {th }}$ century. He then gives a sufficient condition for stability of nonlinear systems. Chataev, meanwhile, will show a theorem of instability. Massera demonstrates a necessary and sufficient condition for stability. Hahn and Lefschetz will contribute to this theory [1]
Subsequently, many theories on stability have been developed.
The first step in the qualitative theory of autonomous differential equations is an analysis of fixed points and their stability. This leads on naturally to a study of how the behavior near such fixed points can change as a parameter is varied [2].
There may be some parameters for which the system behavior changes from one qualitative state to another (the attractor of the system was a state of equilibrium and becomes a cycle for example [3,4,5].
In this work, we use non-autonomous differential equations. Initially, we are concerned with axisymmetric finite axial shear deformation of an isotropic compressible dynamic nonlinear elastic hollow circular cylinder.
Studies on the stability of such structures have been developed. For example the buckling and postbuckling of cylindrical shells under combined loading of external pressure and axial compression are demonstrated [6]. The
instability analysis of a circular and thick cylinder under hydrostatic pressure is also studied [7].
The stabilization of the functionally graded cylindrical shell under axial harmonic loading is investigated by Ng and al. [8]. The authors such as Roxburgh and Ogden [9], Vandyke and Wineman [10] studied the vibrations and stability of finite deformed compressible materials.
The aim of this paper is firstly looking for an exact solution of the problem of radial deformation and axial shear and also the study of the stability of the solution.

For finding the exact solution, the purpose of the present paper is to further examine this issue for compressible materials as the solid Blatz-Ko material. We restrict the domain geometry to be that of a circular cylinder.
For a circular cylinder composed of an arbitrary isotropic incompressible elastic material, an exact solution to the axial shear problem given rise to axisymmetric anti-plane shear deformation has been obtained by Adkins [11].
Less than in the case of incompressible materials, exact solutions were obtained for compressible materials in the static case such as the finite torsion and shearing of a compressible and anisotropic tube [12] or dynamic as is the case, for example of the finite azimuthal shear motions of a transversely isotropic compressible elastic and prestressed tube [13]. To study stability, we use the technique of perturbation
The question one might ask is whether we perturb a system of differential equations, the solutions obtained do they change much? If the solutions of the perturbed system are all close to the
solutions of the system starting, we talk about stability. When some disturbances create new solutions, instead of starting solutions, we will talk of instability. We've taken the advantage of not giving a general definition of stability for nonlinear differential equations, in order to allow the concept of stability its multifaceted character.

## 2. Formulation

Rubber or other polymer materials are said to be hyperelastic [15]. Usually, these kind of marterials undergo large deformations. In order to describe the geometrical transformation problems, the deformation gradient tensor is introduced by
$\mathbf{F}=\mathbf{I}+\overrightarrow{\operatorname{grad}}(\mathbf{u})$,
where $\mathbf{I}$ is the unity tensor and $\mathbf{u}$ the displacement vector. Because of large displacements, Green-Lagrangian strain is adopted for the nonlinear relationships between strains and displacements [15]. We note the right and left CauchyGreen deformation tensor respectively by $\mathbf{C}=\mathbf{F}^{\mathrm{T}} \mathbf{F}$ and $\mathbf{B}=\mathbf{F F}^{\mathrm{T}}$. The Green-Lagrangian strain tensor $\mathbf{E}$ is defined by
$\mathbf{E}=(\mathbf{C}-I) / 2$,

We are concerned with axisymmetric finite radial deformation and axial shear of an isotropic compressible nonlinear elastic hollow circular cylinder. Thus the deformation, which takes the point with cylindrical polar coordinates $(R, \Theta, Z)$ in the undeformed region to the point $(r, \theta, z)$ in the deformed region, has the form
$r=r(R, t), \quad \theta=\Theta, \quad z=\lambda Z+h(R, t)$

Where $r(R, t)$ and $h(R, t)$ are unknown functions to determine and represent respectively the radial deformation and axial shear.

With respect to the cylindrical polar coordinates system, the physical components of the deformation gradient tensor is given by
$\mathbf{F}=\left[\begin{array}{ccc}r^{\prime}(R, t) & 0 & 0 \\ 0 & \frac{r(R, t)}{R} & 0 \\ h^{\prime}(R, t & 0 & \lambda\end{array}\right]$,
The Cauchy-Green tensors $\mathbf{C}=\mathbf{F}^{\mathrm{T}} \mathbf{F}$ and $\mathbf{B}=\mathbf{F F}^{\mathrm{T}}$ are given by

$$
\mathbf{B}=\left[\begin{array}{ccc}
\left(r^{\prime}(R, t)\right)^{2} & 0 & \left(r^{\prime}(R, t)\right) \cdot\left(h^{\prime}(R, t)\right) \\
0 & (r(R, t))^{2}+\frac{(r(R, t))^{2}}{R^{2}} & 0 \\
\left(r^{\prime}(R, t)\right) \cdot\left(h^{\prime}(R, t)\right) & 0 & \lambda^{2}+\left(h^{\prime}(R, t)\right)^{2}
\end{array}\right]
$$

(2.5)
$\mathbf{C}=\left[\begin{array}{ccc}\left(r^{\prime}(R, t)\right)^{2}+\left(h^{\prime}(R, t)\right)^{2} & 0 & \lambda h^{\prime}(R, t) \\ 0 & \frac{(r(R, t))^{2}}{R^{2}} & 0 \\ \lambda h^{\prime}(R, t) & 0 & \lambda^{2}\end{array}\right]$,
where $X^{\prime}=\partial X / \partial R$.
In the case of hyperelastic law, there exists a strain energy density function $W$ which is a scale function of one of the strain tensors, whose derivative with respect to a strain component determines the corresponding stress component. This be expressed by the second Piola-Kirchoff stress tensor

$$
\begin{equation*}
\mathbf{S}=\frac{\partial W}{\partial \mathbf{E}} \tag{2.7}
\end{equation*}
$$

This gives in the cas of isotropic hyperelasticity [16]

$$
\begin{equation*}
\mathbf{S}=2 \frac{\partial W}{\partial \mathbf{C}}=2\left[\left(\frac{\partial W}{\partial I_{1}}+I_{1} \frac{\partial W}{\partial I_{2}}\right) \mathbf{I}-\frac{\partial W}{\partial I_{2}} \mathbf{C}+I_{3} \frac{\partial W}{\partial I_{3}} \mathbf{C}^{-1}\right] \tag{2.8}
\end{equation*}
$$

where $I_{1}=\operatorname{tr}(\mathbf{C}), I_{2}=\left((\operatorname{tr}(\mathbf{C}))^{2}-\operatorname{tr}\left(\mathbf{C}^{2}\right)\right) / 2, I_{3}=\sqrt{J}=\operatorname{det}(\mathbf{C})$,
denote the invariants of $\mathbf{C}$ and $\mathbf{B}$.
In this study, we use a Blatz-Ko material. For a solid BlatzKo material, undergoing a deformation characterized by a deformation gradient $\mathbf{F}$, the strain-energy function $W$ is given by [17]
$W=\frac{\mu}{2}\left[I_{1}-3+\beta\left(I_{3}^{1 / \beta}-1\right)\right]$,
where $\mu$ and $\beta$ are constants.

The blatz-Ko models for polyurethane rubber have been extensively used to describe the behavior of compressible hyperelastic isotropic material undergoing deformation [18]. By deriving the energy density (2.9) with respect to the three invariants $I_{1}, I_{2}, I_{3}$, and reporting the result in (2.8), we obtain

$$
\begin{equation*}
\mathbf{S}=2 \mu\left[J \mathbf{C}^{-1}+\frac{1}{2} \mathbf{I}\right] \tag{2.10}
\end{equation*}
$$

Taking into account the kinematics (2.3) and definitions of the invariants of $\mathbf{C}$, we get:
$I_{1}=\operatorname{tr}(\mathbf{B})=\lambda^{2}+\left(r^{\prime}(R, t)\right)^{2}+\left(h^{\prime}(R, t)\right)^{2}+\frac{(r(R, t))^{2}}{R^{2}}$,
$I_{3}=\operatorname{det}(\mathbf{B})=J^{2}=\frac{\lambda^{2}(r(R, t))^{2}\left(r^{\prime}(R, t)\right)^{2}}{R^{2}}$,
The Cauchy stress tensor $\boldsymbol{\sigma}$ is calculated from the second Piola-Kirchoff stress tensor $\mathbf{S}$ as follows:
$\boldsymbol{\sigma}=\frac{1}{J} \mathbf{F S F}{ }^{\mathrm{T}}$
which allows for taking into (2.9) and (2.10), as follows from $\sigma$
$\boldsymbol{\sigma}=\beta_{0} \mathbf{1}+\beta_{1} \mathbf{B}$,

The elastic response functions $\beta_{s}=\beta_{s}\left(I_{1}, I_{3}\right),(s=0,1)$ are given by [19]
$\beta_{0}=2 J^{-1} I_{3} W_{3}$,
$\beta_{1}=2 J^{-1} W_{1}$,
where $W_{i}=\partial W / \partial I_{i},(i=1,3)$, and we set $\beta=2$ in (2.9).
Substituting (2.5), (2.9) and (2.14) in (2.13), we obtain the components of Cauchy stress tensor
$\sigma_{r r}=\frac{\mu R}{\lambda r(R, t) r^{\prime}(R, t)}\left[\begin{array}{l}\frac{\lambda r(R, t) r^{\prime}(R, t)}{R}+ \\ \left(r^{\prime}(R, t)\right)^{2}\end{array}\right]$,
$\sigma_{\theta \theta}=\frac{\mu}{\lambda R r^{\prime}(R, t)}\left[\begin{array}{l}\lambda^{2} R r^{\prime}(R, t) \\ +\left(r^{\prime}(R, t)\right)\end{array}\right]$,
$\sigma_{z z}=\frac{\mu R}{\lambda r(R, t) r^{\prime}(R, t)}\left[\begin{array}{l}\lambda^{2}+\frac{\lambda r(R, t) r^{\prime}(R, t)}{R} \\ +\left(h^{\prime}(R, t)\right)^{2}\end{array}\right]$,
$\sigma_{r z}=\frac{\mu R h^{\prime}(R, t)}{\lambda r(R, t)}, \sigma_{r \theta}=\sigma_{\theta z}=0$.
The motion equations in the absence of body forces are

$$
\begin{equation*}
\operatorname{div}(\boldsymbol{\sigma})=\mathbf{a} \rho_{0} / J \tag{2.16}
\end{equation*}
$$

wherea is the acceleration and $\rho_{0}$ the mass density in the reference state. Equations (2.16), for the deformation (2.3), reduce to the following two equations:

$$
\begin{align*}
& R^{2} r^{\prime \prime}(R, t)+R r^{\prime}(R, t)-r(R, t)-\frac{\rho_{0}}{\mu} R^{2} \frac{\partial^{2} r(R, t)}{\partial t^{2}}=0  \tag{2.17.a}\\
& R h^{\prime \prime}(R, t)+h^{\prime}(R, t)-\frac{\rho_{0}}{\mu} R \frac{\partial^{2} h(R, t)}{\partial t^{2}}=0 \tag{2.17.b}
\end{align*}
$$

To solve the system (2.17), we propose forms of $r(R, t)$ and $h(R, t)$ below [12,13]

$$
\begin{align*}
& r(R, t)=f_{1}(R) \cos (w t)+f_{2}(R)  \tag{2.18}\\
& h(R, t)=h_{1}(R) \cos (w t)+h_{2}(R)
\end{align*}
$$

where $f_{1}(R), f_{2}(R), h_{1}(R)$ and $h_{2}(R)$ are unknowns functions to determine.

Substituting equations (2.18) in those of (2.17), we obtain a system of four equations decoupled
$f_{1}^{\prime \prime}(R)+\frac{1}{R} f_{1}^{\prime}(R)+\left(m^{2}-\frac{1}{R^{2}}\right) f_{1}(R)=0$,
$f_{2}^{\prime \prime}(R)+\frac{1}{R} f_{2}^{\prime}(R)-\frac{1}{R^{2}} f_{2}(R)=0$,
$h_{1}^{\prime \prime}(R)+\frac{1}{R} h_{1}^{\prime}(R)+m^{2} h_{1}(R)=0$,
where $m^{2}=\rho_{0} w^{2} / \mu$.

Theboundary conditions are

$$
\begin{align*}
& r\left(R_{i}, 0\right)=R_{i}, \\
& r\left(R_{o}, 0\right)=R_{o} \\
& h\left(R_{i}, 0\right)=0  \tag{2.20}\\
& h\left(R_{o}, 0\right)=0 \\
& \sigma_{r r}\left(R_{o}, t\right)=0 .
\end{align*}
$$

where $R_{i}$ and $R_{o}$ denote the inner and outer radii in the undeformed configuration.

## 3. Resolution

Seeking the exact solutions of nonlinear partial differential equation play an important role in the nonlinear problems [20]. This is the case of Bessel type equations encountered in many mechanical problems, particularly those with cylindrical symmetry.
Equation (2.19.a) is a Bessel equation whose solution is:
$f_{1}(R)=\beta_{0} J_{1}(m R)+\beta_{1} Y_{1}(m R)$,
where $\beta_{0}$ and $\beta_{1}$ are constants of integration determined from the boundary conditions (2.15), and $J_{1}(x), Y_{1}(x)$ of Bessel functions of first order, respectively first and second kind defined by
$J_{1}(x)=\left(\frac{x}{2}\right) \sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!(1+k)!}\left(\frac{x}{2}\right)^{2 k}$,
$Y_{1}(x)=\frac{2}{\pi} J_{1}(x) \log \left(\frac{x}{2}\right)-\frac{1}{\pi}\left[\frac{2}{x}+\Psi(1) \frac{x}{2}\right]$.
where $\Psi(n)=\frac{\Gamma^{\prime}(n)}{\Gamma(n)}$ [21] is the logarithmic derivative of the gamma function.

The solution of the equation (2.19.b) is given by
$f_{2}(R)=\bar{\beta}_{0} R+\frac{\bar{\beta}_{1}}{R}$,
The solutions of equations (2.19.c) and (2.19.d) are respectively
$h_{1}(R)=\overline{\bar{\beta}}_{0} J_{0}(m R)$,
$h_{2}(R)=-\frac{1}{2} R^{2}+\overline{\bar{\beta}}_{1}$,

Where $J_{0}(x)=\sum_{k=0}^{\infty} \frac{\left(-x^{2} / 4\right)^{k}}{k!(1+k)!}$, and $\bar{\beta}_{0}, \bar{\beta}, \overline{\bar{\beta}}_{0}, \overline{\bar{\beta}}_{1}$ are constants of integration determined from the boundary conditions (2.20). $J_{1}(x)$ and $J_{0}(x)$ are series of functions of the form $\sum_{n \geq 0} f_{n}(x)$, where $f_{n}(x)=\left(\frac{x}{2}\right)^{2 n+1} \frac{(-1)^{k}}{k!(1+k)!}$ are defined on the same interval $I=\left[R_{i}, R_{o}\right]$. The series $\sum_{n \geq 0} f_{n}(x)$ converges normally on the interval $I$ [22].

Moreover, the functions $f_{n}(x)$ are differentiable on $I$ and the series of function $\sum_{n \geq 0}\left(\frac{\mathrm{~d} f_{n}(x)}{\mathrm{d} x}\right)$ is also normally convergent on $I$. It follows that $\sum_{n \geq 0} f_{n}(x)$ is differentiable on $I$ and we get $\frac{d}{\mathrm{~d} x}\left[\sum_{n \geq 0} f_{n}(x)\right]=\sum_{n \geq 0}\left(\frac{\mathrm{~d} f_{n}(x)}{\mathrm{d} x}\right)$ [22].

This is what gives meaning to the last equation of boundary conditions
(2.20).

The Cauchy-Lipchitz theorem [23] applied to the system consisting of (2.17) (2.19) and (2.20) ensures the existence and uniqueness of solutions (3.1) (3.3) (3.4) and (3.5).
Thus, the deformation defined in (2.3) for $(R, t) \in I \times[0,+\infty[$, is given by:
$r(R, t)=\left[\beta_{0} J_{1}(m R)+\beta_{1} Y_{1}(m R)\right] \cos (w t)+\bar{\beta}_{0} R+\frac{\bar{\beta}_{1}}{R}$,
$h(R, t)=\overline{\bar{\beta}}_{0} J_{0}(m R) \cos (w t)-\frac{1}{2} R^{2}+\overline{\bar{\beta}}$.
Using the Cauchy-Lipchitz theorem, we can define the concept of maximal solution, i.e. solutions defined on an open interval $I \times O \subset I \times[0,+\infty[$ which can not be extended to solutions over a range greater than $I \times O$.

## 4. Stability

This section is devoted to the concept of stability for the equations (2.17) and their solutions. This is a first step to disrupt the equations [14] to find new solutions, relatives or not starting solutions. This will serve as a basis for discussion on the stability or instability of certain solution [24, 25]. However, we took advantage of not giving a general definition of stability, to allow his character to this multifaceted concept.
To find the evolution of the fluctuations around solutions (3.6), we apply the techniques of disruptions by asking

$$
\begin{align*}
& \tilde{r}=r(R, t)+\varepsilon . F_{\varepsilon}(R, t), \\
& \tilde{z}=\lambda . Z+h(R, t)+\varepsilon . H_{\mathcal{E}}(R, t), \tag{4.1}
\end{align*}
$$

where $r(R, t), h(R, t)$ are the solutions defined en (3.6), $\varepsilon$ is a small parameter quantifying the magnitude of disturbance and $F_{\varepsilon}(R, t), H_{\varepsilon}(R, t)$ are unknown function to determine.

We set as a new kinematics
$\tilde{r}=r(R, t)+\varepsilon . F_{\varepsilon}(R, t), \quad \tilde{\theta}=\Theta$,
$\tilde{z}=\lambda . Z+h(R, t)+\varepsilon \cdot H_{\varepsilon}(R, t)$.
In this new kinematics, we will note the gradient of deformation
$\mathbf{F}_{\varepsilon}=\left[\begin{array}{ccc}\varepsilon \frac{\partial F_{\varepsilon}(R, t)}{\partial R}+r^{\prime}(R, t) & 0 & 0 \\ 0 & \frac{\varepsilon F_{\varepsilon}(R, t)+r(R, t)}{R} & 0 \\ \varepsilon \frac{\partial H_{\varepsilon}(R, t)}{\partial R}+h^{\prime}(R, t & 0 & \lambda\end{array}\right]$,
tensor
the Cauchy-Green tensors $\mathbf{B}_{\varepsilon}=\mathbf{F}_{\varepsilon} \mathbf{F}_{\varepsilon}{ }^{\mathrm{T}}$ and $\mathbf{C}_{\varepsilon}=\mathbf{F}_{\varepsilon}{ }^{\mathrm{T}} \mathbf{F}_{\varepsilon}$,
and the Cauchy stress tensor
$\boldsymbol{\sigma}_{\varepsilon}=\beta_{0 \varepsilon} \mathbf{1}+\beta_{1 \varepsilon} \mathbf{B}_{\varepsilon}$, where
$\beta_{0 \varepsilon}=2 J_{\varepsilon}^{-1} I_{3} W_{3}, \beta_{1 \varepsilon}=2 J_{\varepsilon}^{-1} W_{1}, J_{\varepsilon}=\sqrt{I_{3}}=\sqrt{\operatorname{det}\left(\mathbf{B}_{\varepsilon}\right)}$.

The perturbed equation of motion is given by

$$
\begin{equation*}
\operatorname{div}\left(\boldsymbol{\sigma}_{\varepsilon}\right)=\mathbf{a}_{\varepsilon} \rho_{0} / J_{\varepsilon}, \tag{4.3}
\end{equation*}
$$

where $\mathbf{a}_{\varepsilon}$ is the acceleration due to the kinematics (4.1).

By neglecting all quadratic terms (in $\varepsilon^{n}, n \geq 2$ ), in $\sigma_{l s},(l, s=r, \theta, z)$, the equations of motion (4.2) become of the form $A+\varepsilon B=0, \forall \varepsilon$, which
gives $A=0, B=0$.
The equations of motion (4.3) will then reduce to:

$$
\begin{align*}
& r^{\prime}(R, t) r(R, t) \cdot\left[\begin{array}{l}
\mu R^{2} r^{\prime \prime}(R, t)+\mu R r^{\prime}(R, t) \\
-\mu r(R, t)-\rho_{0} R^{2} \frac{\partial^{2} r(R, t)}{\partial t^{2}}
\end{array}\right]=0, \text { (4.4.a) } \\
& \mu R^{2} r(R, t) r^{\prime}(R, t) F_{s}^{\prime \prime}(R, t) \\
& +\binom{-\mu R^{2} r^{\prime \prime}(R, t)+}{\mu r(R, t)} r(R, t) F_{s}^{\prime}(R, t)+ \\
& -\rho_{0} R^{2} r(R, t) r^{\prime}(R, t) \frac{\partial^{2} F_{\varepsilon}(R, t)}{\partial t^{2}}+  \tag{4.4.b}\\
& {\left[\begin{array}{l}
-\mu r^{\prime}(R, t)\left(r^{\prime}(R, t)+R^{2} r^{\prime \prime}(R, t)\right)+ \\
\rho_{0} R^{2}\left(r(R, t)+r^{\prime}(R, t)\right) \frac{\partial^{2} r(R, t)}{\partial t^{2}}
\end{array}\right] F_{\varepsilon}=0,} \\
& r^{\prime}(R, t) r(R, t)\left[\begin{array}{l}
\mu R h^{\prime \prime}(R, t)+\mu h^{\prime}(R, t) \\
\left.-\rho_{0} R \frac{\partial^{2} h(R, t)}{\partial t^{2}}\right]=0, \text { (4.4.c) }
\end{array},\right.
\end{align*}
$$

$$
\begin{align*}
& {\left[\begin{array}{l}
\mu R H_{\varepsilon}^{\prime \prime}(R, t)+\mu H_{\varepsilon}^{\prime}(R, t) \\
-\rho_{0} R \frac{\partial^{2} H_{\varepsilon}(R, t)}{\partial t^{2}}
\end{array}\right] r(R, t) r^{\prime} f(R, t)+}  \tag{4.4.d}\\
& -\left[\begin{array}{l}
\mu h^{\prime}(R, t)+\mu R h^{\prime \prime}(R, t) \\
-\rho_{0} R \frac{\partial^{2} h(R, t)}{\partial t^{2}}
\end{array}\right]\left[\begin{array}{l}
r(R, t) F_{\varepsilon}^{\prime}(R, t)+ \\
r^{\prime}(R, t) F_{\varepsilon}(R, t)
\end{array}\right]=0 .
\end{align*}
$$

Methods for determine of periodic solutions have been significantly improved thanks largely to the work of M . Poincare. We can not be said, it seem, more general trigonometric solutions. There is no universal method to find such solutions. We must therefore resolve to restrict our field of study. Thus in this section, on the hand we want to prove the existence of a solution and also generalize the results obtained in (3.6). Therefore as an example of resolution, we propose for the functions $F_{\varepsilon}(R, t)$ and $H_{\varepsilon}(R, t)$ of the following:
$F_{\varepsilon}(R, t)=F_{\varepsilon}^{1}(R) \cos (w t)+F_{\varepsilon}^{2}(R)$,
$H_{\varepsilon}(R, t)=H_{\varepsilon}^{1}(R) \cos (w t)+H_{\varepsilon}^{2}(R)$.
where $F_{\varepsilon}^{1}(R), F_{\varepsilon}^{2}(R), H_{\varepsilon}^{1}(R)$ and $H_{\varepsilon}^{2}(R)$ are unknowns functions to determine

It follows the system of equations
$\frac{\mathrm{d}^{2} F_{\varepsilon}^{2}(R)}{\mathrm{d} R^{2}}+\frac{1}{R} \frac{\mathrm{~d} F_{\varepsilon}^{2}(R)}{\mathrm{d} R}+\left(m^{2}-\frac{1}{R^{2}}\right) F_{\varepsilon}^{2}(R)=0$,
$\frac{\mathrm{d}^{2} F_{\varepsilon}^{1}(R)}{\mathrm{d} R^{2}}+\frac{1}{R} \frac{\mathrm{~d} F_{\varepsilon}^{1}(R)}{\mathrm{d} R}-\frac{1}{R^{2}} F_{\varepsilon}^{1}(R)=0$,
$\frac{\mathrm{d}^{2} H_{\varepsilon}^{2}(R)}{\mathrm{d} R^{2}}+\frac{1}{R} \frac{\mathrm{~d} H_{\varepsilon}^{2}(R)}{\mathrm{d} R}+m^{2} H_{\varepsilon}^{2}(R)=0$,
$\frac{\mathrm{d}^{2} H_{\varepsilon}^{1}(R)}{\mathrm{d} R^{2}}+\frac{1}{R} \frac{\mathrm{~d} H_{\varepsilon}^{1}(R)}{\mathrm{d} R}=0$.

Equations (4.6.a), (4.6.b), (4.6.c) and (4.6.d) correspond to equations (2.19.a), (2.19.b), (2.19.c) and (2.19. d), respectively. We deduce then the solutions (4.6):
$F_{\varepsilon}^{2}(R)=f_{1}(R)$,
$F_{\varepsilon}^{1}(R)=f_{2}(R)$,
$H_{\varepsilon}^{2}(R)=h_{1}(R)$,
$H_{\varepsilon}^{1}(R)=h_{2}(R)$.

The solution of the perturbed problem, taking account of (4.1) and (4.7) is given by

$$
\begin{align*}
& \tilde{r}=r_{\varepsilon}(R, t)=\left(f_{1}(R)+\varepsilon f_{2}(R)\right) \cos (w t) \\
& +\left(f_{2}(R)+\varepsilon f_{1}(R)\right),  \tag{4.8}\\
& \tilde{z}=z_{\varepsilon}(R, t)=\lambda Z+\left(h_{1}(R)+\varepsilon h_{2}(R)\right) \cos (w t) \\
& +\left(h_{2}(R)+\varepsilon h_{1}(R)\right) .
\end{align*}
$$

## 5. Discussion

We propose in this paragraph, to discuss the radial deformation. Provided that the same discussion and the same remarks can be applied to axial shear. Periodic solutions (3.6) and (4.8) are time-dependent. For time periodic solutions, there is a minimum time interval $T>0$ (the period) after which the system returns to its original state.
The solution $r_{\varepsilon}(R, t)$ as defined in (4.8) is a continuous function in $(R, t)$ The convergence of the series $J_{1}(m R), Y_{1}(m R)$ and $J_{o}(m R)$ can show that the function $r_{\varepsilon}(R, t)$ is $L$-Lipchitz in the variable $R$ : there exists a constant $L$ such that:
$\left|r_{\varepsilon}\left(R_{a}, t\right)-r_{\varepsilon}\left(R_{b}, t\right)\right| \leq L\left|R_{a}-R_{b}\right|, \forall R_{a}, R_{b} \in\left[R_{i}, R_{o}\right]$,

The fact that $r_{\varepsilon}(R, t)$ is $L$-Lipchitz, gives a condition of stability or instability with respect to perturbation. We can find a constant $L_{0}$ as

$$
\begin{align*}
& \left|r_{\varepsilon}(R, t)-r(R, t)\right| \leq \varepsilon\left|f_{2}(R) \cos (w t)+f_{1}(R)\right| \leq \varepsilon L_{0} \\
& , \forall R \in\left[R_{i}, R_{o}\right], \forall t \geq 0 . \tag{5.2}
\end{align*}
$$

This inequality and the Cauchy-Lipchitz theorem [26, 27] show that the boundary problem (4.6) is well posed; ensure the uniqueness of the solution. In general, we can say that a solution to a problem is stable if it is insensitive to variations in data. We can inter pret the sensitivity of the solution by the constant $\varepsilon L_{0}$.
This sensitivity allows us to discuss the phenomena of stability. We will say that there are phenomena of instability when the constant $\varepsilon L_{0}$ is high and stability when it is small.
Note that when $\varepsilon$ tends to zero, the solution (4.8) tends to the solution (3.6), i.e.to a lack of disturbance.

For the simulation, we use the numerical values of the hollow cylindrical tube: $R_{i}=3 m m, R_{0}=3,5 m m$; and $w=2 \pi$ [13].

In the following figure, we present the sensitivity of the solution to perturbations.
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Constant sensitivity $\varepsilon L_{0}$ as defined in (5.2) can be estimated by

$$
\varepsilon L_{0}=\varepsilon\left[\sup _{R \in\left[R_{i}, R_{o}\right]}\left(\left|f_{1}(R)\right|+\left|f_{2}(R)\right|\right)\right]=\varepsilon(0,13) .
$$

In view of the value of $\varepsilon L_{0}$, we can estimate a relatively low instability of the solution (3.6).

Note that the stability constant is proportional to disturbance. But it should be noted is that this constant is independent of time.
We answered questions about the well posedness of boundary value problems.
Note that the magnitude of R increases with the disturbance. Wealso note that even it is relatively small; the disturbance is a significant influence on the system.

As an application of this study, we think of a structure or prototype arterial disturbed by a disease such as an atherosclerotic plaque.

However, we noted that the stability constant is not informative to understand what happens over long times. It should also be noted that in this approach, all quadratic terms in $\varepsilon,\left(\varepsilon^{n}, n \geq 2\right)$ are neglected.
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